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Disclaimers

• I like OVMF
• I don’t like serverless



Motivation



Serverless Confidential Computing

• Warm starts are slower and more complex
• Cold starts are slower and more complex
• Starting a lot of guests at once is slow



Cold Starts

• Neither of these papers is primarily focused on OVMF benchmarking
• Holmes et al care about measurement

• There are lots of different guest configurations and software stacks

Kernel based on 6.1.0-rc4 



Preliminary Results

Host kernel is 6.8.0-rc5-next-20240221-snp-host-cc2568386ccb

Performance Counter 
Frequency: 3,579,545 hz



OVMF Debugging Techniques

• Debugger
• EFI Profiling
• Printing

• Watch out for VMExits

• KVM Tracing
• EFI Shell
• Fuzzing
• Read the spec



Memory Pre-Validation

• Three places
• OvmfPkg/Sec/AmdSev.c
• OvmfPkg/PlatformPei/AmdSev.c
• OvmfPkg/AmdSevDxe/AmdSevDxe.c

• Plus
• Unaccepted memory
• And pre-encryption



BDS Breakdown

MdeModulePkg/Universal/BdsDxe/BdsEntry.c



Audience Participation
• Which one is slowing us down?

A. -device driver=virtio-net-pci,netdev=network-
0,mac=ba:2f:08:16:18:aa,disable-modern=false,mq=on,vectors=4

B. -numa node,memdev=dimm1

C. -device virtio-scsi-pci,id=scsi,disable-modern=false

D. -device virtio-rng-pci,rng=rng0



Virtio-Rng??

• What does connecting consoles have to do with virtio-rng?
• Connecting consoles is surprisingly complex

• See 3.15.3
• Handles, Devices, Device Paths, Drivers
• OVMF tries to bind most devices to most drivers
• Could this be more enlightened?

• Why is Virtio-Rng slow?
• It isn’t 
• When it is enabled something else is slow

• Remove virtio-rng from Kata



Something else?

Without Virtio-Rng With Virtio-Rng



SCSI

• This is slow

• Because it sets EFI variables
• On SEV(-ES) initializing QEMU Flash fails, so we avoid the slow 

path



What about the new kernel?

• Writing to Pflash nvdata no longer slow
• Perhaps because readonly memslots are no longer allowed for SVMs
• Not the end of the story

• There is some overhead from pvalidate
• It’s less than expected

(6.11.0-rc5-snp-host-cc2568386)



QEMU Flash
• Why are we emulating flash at all?

• OVMF doesn’t know how flash is provided 

• QEMU allows potentially invalid configurations
• On SEV-ES we don’t use QEMU flash, but it might be a bug

Example nvdata
Variable NV+RT+BS 'EFIGlobalVariable:BootOrder' DataSize = 0x04
Variable NV+RT+BS 'EFIGlobalVariable:Boot0001' DataSize = 0x58
Variable NV+RT+BS 'EFIGlobalVariable:ErrOut' DataSize = 0x49
Variable NV+RT+BS 'EFIGlobalVariable:ConIn' DataSize = 0x7A
Variable NV+RT+BS 'EFIGlobalVariable:ConOut' DataSize = 0x67
Variable NV+RT+BS 'EFIGlobalVariable:Key0001' DataSize = 0x0E
Variable NV+RT+BS 'EFIGlobalVariable:Key0000' DataSize = 0x0E
Variable NV+RT+BS 'EFIGlobalVariable:Lang' DataSize = 0x04
Variable NV+RT+BS 'EFIGlobalVariable:PlatformLang' DataSize = 0x03
Variable NV+RT+BS 'EFIGlobalVariable:Timeout' DataSize = 0x02
Variable NV+RT+BS 'EFIGlobalVariable:Boot0000' DataSize = 0x3E
Variable NV+RT+BS 'EFIGlobalVariable:Boot0000' DataSize = 0x3E



Conclusion 

• OVMF is not inherently slow with Confidential Computing
• But it is complex and difficult to analyze or optimize

• Many configurations not regularly tested
• Let’s figure out confidential warm starts

• Things to fix
• Remove virtio-rng from Kata
• Add QEMU warnings for invalid configurations
• Take a close look at QEMU Flash and nvdata
• Figure out SEC overhead
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