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» Intel Thread Director (ITD) virtualization for
Windows Guest

* Intel Turbo Boost Max Technology (ITMT)
scheduling for Linux Guest
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Overview of Intel hybrid topology

CPU & cache topology
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Topology

Heterogeneous CPU topology and cache topology
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—xample of Meteor Lake (MTL)

Package
Compute Die
Module Module Module
L1D Ll LID L1l LlD L1l L'ID L1l LlD L1l L'ID L1l
(48KB) (64KB) (48KB) (64KB) (64KB) (64KB) (64KB) (64KB)

Module Module Module
L1l LD L1l L'ID L1l L'ID L1l LlD L1l L‘ID L1l

EE
&0

(64KB)

(64KE)

’ (48K8)

(64KB) (64KB) (64KB) (64KB)

intel.

5



Why does Guest need to care about hybrid CPU?

* Performance
= vCPU performance varies greatly across cores.
Single Core Scores for vCPU thread (*)
3500
3000

2500 = P core has the best performance on

2000 all single thread cases.

1500 = Low power E core has the worst
1000 performance for all cases.

Single-Core Score Crypto Score Integer Score Floating Point Score

o

W Pcore WEcore LP E core

* Geekbench v5.3.1on Intel(R) Core(TM) Ultra 51003H, 14 Cores (4+8+2),18 Threads
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Why does Guest need to care about hybrid CPU?

* Performance

= vCPU performance varies greatly across cores.

* Guest OS has special optimization for hybrid CPUs: Windows 11 - Intel Thread Director
(ITD).

 Feature
* Hybrid PMU: Different cores have different PMU events.

* Main use case
= gaming
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About vCPU pinning

Pinning vCPUs —precondition of hybrid CPUs in Guest.
* Without pinning:

= Synchronizationissue of Hybrid CPU information:

= when vCPUs are migrated to different cores, the hybrid information in Guest and
Host will not match.

* Double scheduling issue:

= concurrent scheduling by the Guest and Host schedulers results in more task
migrations and context switches.
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Hybrid C
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PU topology in O

From QOM CPU topology

-MU
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SMP CPU Topology in QOEMU

* From -smp, QEMU only creates CPU/core objects.

* The other hierarchical information specified in -smp is only recorded.

= No complete topology tree.

[ -SMp Cpus=* maxcpus==*,cores=*threads=%,... ]

possible_cpus->cpus|]

.

(x86,arm,riscv,s390,loongarch)

thread

thread

thread

thread

thread

possible_cpus->cpus|]

.

(PPC)

core

core

core

core

core
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First step towards hybrid topology: QOM CPU topology

Goal: Abstract every CPU topology level as “device”

= Current CPU related devices:

= CPU device.
» Coredevice (for PPC).
» Cluster device (for TCG).
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First step towards hybrid topology: QOM CPU topology

Goal: Abstract every CPU topology level as “device”
» Current CPU related devices: -

= CPU device.
» Coredevice (for PPC).
= Cluster device (for TCG).

- -

= Abstract more CPU topology devices:
= Forx86: socket device, die device, module device

possivie_cpus->cpus!) [ ES0| NIEHO|ERO Need
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First step towards hybrid topology: QOM CPU topology

Goal: Abstract every CPU topology level as “device”

= Current CPU related devices:
= CPU device.
= Coredevice (for PPC).
« Clusterdevice (for TCG).

CPU bus

= \We need to move forward...

= Abstract more CPU topology devices:
= Forx86: socket device, die device, module device
= Buildacomplete topology tree:

= How to connecttopological hierarchies?
= Theabstract CPU busis a proper choice.
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Hybrid CPU topology

Proposal: build topology tree via -device

-device cpu-socket,id=sockO [ sockO
-device cpu-die,id=die0,bus=sockO [ dieO

. L L | ¢] |
-device cpu-module,id=modO,bus=dieO modO mod]

-device cpu-module,id=mod]l,bus=dieO

B E

-device x86-cpu-intel-core,id=core0,bus=modO Intel “core” *[ coreO ] [ corel ] Intel “atom”

-device x86-cpu-intel-atom,id=corel,bus=mod]

-device host-x86_64-cpu,id=cpu0, socket-id=0,die-id=0,\ [ | ?
module-id=0,core-id=0,thread-id=0\ CPUO |CPU1 |CcPU2

-device host-x86_64-cpu,id=cpu0, socket-id=0,die-id=0,\
module-id=0,core-id=0,thread-id=1\

-device host-x86_64-cpu,id=cpu0, socket-id=0,die-id=0,\
module-id=1,core-id=1thread-id=0\
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QOM CPU topology & hybrid CPU topology

Additional benefits

= Will obtain the QOM topology hierarchy tree.
= "/machine/peripheral/cpu-slot/sockO/die0/mod0/coreO/thread[0]”
= People wanted for 9 years ago. [1]

 Maybe greater granularity of hotplug.
= Socket (package) granularity.

* Forx86, better emulation for the feature with different topology scopes:
= Running Average Power Limit (RAPL): package/die scope MSRs.

= Hardware Feedback Interface (HFI)/Intel Thread Director (ITD): package
scope MSRs (registers).
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Future work

QOM cache & Hybrid cache topology

= Abstract cache to device, too. [ sock0 ]

-

| die0 |

-device cpu-cache,type=unified,level=3,bus=dieO [ L3 } Q

[ modO ]
-device cpu-cache,type=unified,level=2,bus=modO [ L2 } ﬂj

[ coreO ]
-device cpu-cache,type=data,level=1,bus=coreQ L1D 6;]
-device cpu-cache,type=inst,level=1bus=core0 L1I [ CPUO ]
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QOM & Hybrid CPU topology

Patch link:

- QOM (CPU) topology:

= [RFC v2 00/15] gom-topo: Abstract CPU Topology Level to Topology Device:
» https://lore kernel.org/gemu-devel/20240919015533.766754-1-zhaol liu@intel.com/

= Hybrid (CPU) topology:
= [RFC v2 00/12] Introduce Hybrid CPU Topology via Custom Topology Tree
= https://lore.kernel.org/gemu-devel/20240919061128.769139-1-zhaol.liu@intel.com/
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—Hybrid CPU scheduling improvement

ntel Thread Director (ITD) virtualization for
Windows Guest

KVM Forum 2024 intel.



Intel Thread Director (ITD) Introduction

= Hardware provides a table (Hardware

Feedback Interface table) to expose =
the performance and energy efficiency < caeaie Bl < oty “
capabilities of CPUs to OS. — e

Thread Director Table in Main Memory

Class3 Class 2 Class Class O
» HFI (Hardware Feedback Logical | " [TeE [mwt | e [ pwr | e | e | e e
0 EECap Perf Cap EECap Petf Cap EECap Perf Cap EECap Perf Cap
Interface)/ITD (Intel Thread e e P e
Director): e T e T o T T
= (Initial version) HFI supports only 1class. () o | Petcw | encw | Puicw | eece | Petcw | mcw | Peioe
= |TDisthe extension of HF', and IPC-to-IPC classes 1\ 1\ R
supports more classes and is able to @\é" o&f"

classify tasks ¥
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I'TD performance in Windows Guest

Up to 14+% improvement in Windows VM.

Result (**)
120%

115%
110%

base line: SMP topo

105%

3D Mark in Windows 11 (ADL) (*)

hybrid topo +ITD + = hybrid topo + ITD hybrid topo + affinity hybrid topo
R NI s ananat
B Time Spy - CPU score B Fire Strike Extreme - physical score Fire Strike - physical score
m CPU Profile 8 Threads m CPU Profile 4 Threads m CPU Profile 2 Threads

* 3D Mark on Intel(R) Core(TM) i9-13900K, 2995 Mhz, 24 Cores (8+16), 32 Threads
** Result = score / smp topo base line (“-smp cpus=total_cpus”) *100%
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smp topo + ITD + affinity

m CPU Profile Max Threads
m CPU Profile 1 Threads

]OO% = 1 . ! E [ UUURUURRRRRRIORY O . . | -5 e R mm TR i R LB ...
95%

90% i

85% | I I

80% i I
75% | ™ | ] |

smp topo+ITD

m CPU Profile 16 Threads

smp topo + affinity
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I'TD performance in Windows Guest

Three Elements of Optimal CPU Performance:

* | TD enabling in Guest
* Hybrid CPU topology
* Pinning vCPUs (CPU affinity)
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I TD virtualization solution
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Scheduler with HFI/ITD optimization < HFI/ITD driver
F

fm====mmmmmmmm—mm-—-- o

! 1

' v !
oo ' !
| HFI/ITD driver 5 : ITD related MSRs :
! i : (emulated for Guest) :
! T i : :
| | | I1 |
: Local HFltable : I '
: (parsed from hardware) ' i !
: Logical processor 1 o : : > KVM :
| index i Performance i Energy efficiency : ! .
L I A S 1 1 !
1 1
| 0 XX XX E : l T N
T 1 S . 1 I
i 1 XX XX : E / Virtual HF| table \ E
P ! ! (built from hardware) i
I 2 XX XX b . ! ! - !
S S | I virtual CPU index Performance Energy efficiency | |
: 3 XX XX : : _________________________________________________________________________________ :
e | i 0 XX XX N
| 4 XX XX ! b "
|| 7T ! ! ] XX XX .
: 5 T o A (O N :
1 1 e e e e e e e e e e e e e e e e e e e e e e e e e e 1
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I TD virtualization solution

Opens & Future work:

* Thermal dependencies:
* Thermal management (CPU scope & package scope).
* Thermalinterrupt.

* Windows dependencies:
= ACPI Collaborative Processor Performance Control (CPPC) table...

» Future work:
= Move dependencies emulation to user space...

KVM Forum 2024 intel. 23



I TD virtualization solution

Patch link:

= KVM part:

» [RFC 00/26] Intel Thread Director Virtualization:
» https://lore kernel.org/kvm/20240203091214.411862-1-zhaol liu@linux.intel.com/

= QEMU part:
= [RFC 0/6] Intel Thread Director Virtualization Support in QEMU:
» https://lore kernel.org/gemu-devel/20240203093054.412135-1-zhaol liu@linux.intel.com/
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—Hybrid CPU scheduling improvement

ntel Turbo Boost Max Technology (ITMT) virtualization for
_inux Guest
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Intel Turbo Boost Max Technology (ITMT) scheduling

= About ITMT:

= Some CPU cores can reach higher turbo boost frequencies and thus have better
performance.

= |TMT scheduling detects the cores with the highest available turbo frequencies and
prefersthose cores to place tasks.

= Forhybrid platform, ITMT implements the "P core, E core, LP E core, P core-SMT"
scheduling priority order.

® ® ©, ®
Order of task placement J - .. . .

Pcore Pcore Ecore LP Ecore
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Intel Turbo Boost Max Technology (ITMT) scheduling

= About ITMT:

= Some CPU cores can reach higher turbo boost frequencies and thus have better
performance.

= |TMT scheduling detects the cores with the highest available turbo frequencies and
prefersthose cores to place tasks.

= Forhybrid platform, ITMT implements the "P core, E core, LP E core, P core-SMT"
scheduling priorityorder. el

® : T8 |7 T5 ®
r | CE— r 0
Order of idle load balance l- - E. T4 . .
4 .
Pcore Pcore Ecore LP Ecore
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[ TMT scheduling cases in virtualization

No ITMT in Guest Enable ITMT in Guest
vCPUs Pinning g (aka, Guest w/o ITMT) 0 O (aka, Guest with ITMT)
vCPUs non-pining @ (aka, only ITMT on Host) Q

= The wrong hybridinformation can hurt performance!
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Case I: "Guest with ITMT" v.s. “Guest w/o ITMT”

(Pinning vCPUs on Host) “Guest with ITMT” is better for
single thread.

Single Core Scores for vCPU thread (*) Single Core Scores for vCPU thread (*)
(Test10 times) (Running on different cores)

1800
1600
1400
1200
1000
80
60
40
20

© O O O O

Guest with ITMT Guestw/o ITMT Single-Core Score

m P core W E core LP E core

= |f Guest has no knowledge about CPU difference, task will randomly run on P core/E

core/LP E core without maximizing single thread performance
* Geekbench v5.3.1 on Intel(R) Core(TM) Ultra 51003H, 14 Cores (4+8+2),18 Threads
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Case 2: "Guest with [ TMT" v.s. “only ITMT on Host”

“Guest with ITMT” (Pinning vCPUs on Host) is better on
frequent scheduling.

Hackbench (*) Perf events
(test time spent, lessis better) (times per second)
0.8 700
626.666
0 0.7822 00 \
500 _ 0
076 Speed +8.54% 68.80%
400 context-switches
0.74 o0 -93.86%
0.72 0.7154 195.516 cpu-migration
' 200
102.685
0.7 100
- 6.3
0.68 0 _ o
"only ITMT on Host" (double "Guest with ITMT" (pinning vCPUs) context-switches Cpu-migrations

scheduling)

m “only ITMT on Host” (vVCPUs free) mITMT in Guest (pinning vCPUs)

= “Guest with ITMT” (pinning vCPUSs), reduce the overhead of double scheduling.

*Hackbench v2.20 (-g 10 -T 18 -s 1024 -11000) on Intel(R) Core(TM) Ultra 51003H, 14 Cores (4+8+2), 18 Threads
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I'TMT virtualization

= Current POC:

* Virtual MSRs to give Guest highest performance hints, then Guest sets
the ITMT CPU priority based on hints.

= Future work:

* PV sched framework?
= PV sched framework is the more general way to improve Guest/Host scheduling.
= We canapply ITMT to this framework.
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